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Abstract
Research on spreadsheet development has shown consistently that users make many errors and that most spreadsheets are incorrect. Research has also shown that spreadsheet developers are consistently overconfident in the accuracy of their spreadsheets. This may be why they engage in relatively little testing of spreadsheets before making them operational. This paper reports on two experiments. The first examined the suitability of a new metric for measuring spreadsheet confidence. The second, prompted by general research on overconfidence, attempted to reduce overconfidence by giving developers feedback on what percent of all spreadsheets based on the experiment task were incorrect when others developed the spreadsheets. The experiment found that the feedback did reduce confidence and errors but not substantially.
Introduction

Spreadsheet development was one of the earliest end user applications, along with word processing. It continues to be among the most widely used computer applications in organizations [United States Bureau of the Census, 2001]. Although many spreadsheets are small and simple throwaway calculations, surveys have shown that many spreadsheets are quite large [Cale, 1994; Cragg & King, 1993; Floyd, Walls, & Marr, 1995; Hall, 1996], complex [Hall, 1996], and very important to the firm [Chan & Storey, 1996; Gable, Yap, and Eng, 1991].

Unfortunately, there is growing evidence that inaccurate spreadsheets are commonplace. For instance, Table 1 shows that audits of real-world spreadsheets have found errors in most of the spreadsheets they examined. The most recent field audits, which used better methodologies than studies before 1995, found errors in 94% of the 88 spreadsheets they inspected. The implications of this ubiquity of errors are sobering.

Table 1: Studies of Spreadsheet Errors

As Table 1 shows, the field audits that measured the frequency of errors on a per-cell basis [Butler, 2000; Clermont, Hanin, & Mittermeier, 2002; Hicks, 1995; Lawrence and Lee, 2004; Lukasic, 1998] found an average cell error rate of 5.2%. This cell error rate shows why so many spreadsheets contained errors. Most large spreadsheets contain hundreds or thousands of formulas. Given these cell error rates, the question is not whether a large spreadsheet contains errors but how many errors the spreadsheet contains and how serious these concerns are.
These field audits and the experiments described later found three types of errors.

· Mechanical are mental/motor skill slips, such as typing the wrong number or pointing to the wrong cell when entering a formula.

· Logic errors are incorrect formulas caused by having the wrong algorithm or expressing the algorithm incorrectly.

· Finally, omissions errors occur when the developer leaves something out of the model.

Although observed spreadsheet error rates are troubling, they should not be surprising. Human error research has shown consistently that for nontrivial cognitive actions, undetected and therefore uncorrected errors are always present in a few percent all cognitive tasks [panko.shidler.hawaii.edu/HumanErr/]. In software development, for instance, over 20 field studies have shown that about 2% to 5% of all lines of code will always be incorrect even after a module is carefully developed [panko.shidler.hawaii.edu/HumanErr/ProgNorm.htm].
In the face of such high error rates, software development projects usually devote about a third of their effort to post-development error correction [Grady, 1995; Jones, 1998]. Even after several rounds of post-development testing, errors remain in 0.1% to 0.4% of all lines of code [panko.shidler.hawaii.edu/HumanErr/ProgLate.htm].

The testing picture in spreadsheet development, however, is very different. Organizations rarely mandate that spreadsheets and other end user applications be tested after development [Cale, 1994; Cragg & King, 1993; Floyd, Walls, & Marr, 1995; Galletta & Hufnagel, 1992; Hall, 1996; Speier & Brown, 1996], and individual developers rarely engage in systematic testing on their own spreadsheets after development [Cragg & King, 1993; Davies & Ikin, 1987; Hall, 1996; Schultheis & Sumner, 1994].

Why is testing so rare in spreadsheet development in the face of substantial error rates in spreadsheet development and substantial error rates in other human cognitive domains? The answer may be that spreadsheet developers are overconfident of the accuracy of their spreadsheets. If they think there are no errors or that errors are at least very unlikely, developers might feel no need to do extensive testing. Rasmussen [1990] has noted that people use stopping rules to decide when to stop doing activities such as testing. If people are overconfident, they are likely to stop too early.
In the first known experiment to examine confidence in spreadsheet development, Brown and Gould [1987] had nine highly experienced spreadsheet developers each create three spreadsheets from word problems. Sixty-three percent of the 27 spreadsheets developed contained errors, and all of the nine developers made at least one error. Yet, when subjects were asked to rate their confidence in the accuracy of their spreadsheets, their mean response was “quite confident.” High confidence in the correctness of spreadsheets has also been seen in other spreadsheet experiments [Panko & Halverson, 1997], field audits [Davies & Ikin, 1987], and surveys [Floyd, Walls, & Marr, 1995].

However, these measurements of spreadsheet overconfidence used 5-point and 7-point Likert scales, which can be difficult to interpret. For instance, when developers in the Brown and Gould’s [1987] experiment rated themselves as “quite confident,” this was still only four on a scale of five, which perhaps indicates only moderate confidence.

Reithel, Nichols, and Robinson [1996] did an interesting experiment in which they showed students printouts of long and short spreadsheets that were either well-formatted or poorly formatted. The long spreadsheets had 21 rows, while the short spreadsheets had only 9 rows. In both cases, the subjects only saw numbers, not the underlying formulas. The subjects had substantially more confidence in the correctness of long-well formatted spreadsheets than in the correctness of the other three types of spreadsheets. In a personal communication with the first author in 1997, Reithel said that for the large fancy spreadsheet, 72% of the subjects gave the spreadsheet the highest confidence range (80%-100%), 18% chose the 60% to 70% range, and only 10% chose the 1%-60% range. For the other three conditions, about a third of the respondents chose these three ranges. (This data is only for correct spreadsheets; there also were conditions in which the spreadsheets contained errors. However, whether or not the subject detected the error was not recorded, so interpretation is difficulty for these cases.) This pattern of confidence is illogical because larger spreadsheets are more likely to have problems than smaller spreadsheets. This research confirms that there is a strong illogical element in user confidence in spreadsheet accuracy.
Two Experiments
This paper presents two experiments to shed light on overconfidence in spreadsheet development. The first, an exploratory study, uses a more easily interpreted measure of overconfidence to address whether the high levels of confidence seen in Likert scales really are as extreme as they seem to be. Specifically, each subject was asked to estimate the probability that he or she had made an error during the development of their spreadsheet. This is called the expected probability of error (EPE). The mean of these expected probabilities of error was compared with the actual percentage of incorrect spreadsheets.

The second experiment used a manipulation to see if feedback could reduce overconfidence and, hopefully, improve accuracy as a consequence of reduced overconfidence. Specifically, subjects in the treatment group were told the percentage of subjects who had produced incorrect spreadsheets from the task’s word problem in the past, while subjects in the control group were not given this information. Both groups then built spreadsheets from the word problem.

Overconfidence

In studying overconfidence, we can draw upon a broad literature. Overconfidence appears to be a strong general human tendency. Research has shown that most people believe that they are superior to most other people in many areas of life [Brown, 1990; Koriat, Lichtenstein, & Fischoff, 1980]. Nor is overconfidence limited to personal life. Problem solvers and planners in industry also tend to overestimate their knowledge [Koriat, Lichtenstein, & Fischoff, 1980]. Indeed, a survey of the overconfidence literature [Pulford & Colman, 1996] has shown that overconfidence is one of the most consistent findings in behavioral research.

Overconfidence can be dangerous. In error detection, as noted earlier, we have stopping rules that determine how far we will go to look for errors [Rasmussen, 1990]. If we are overconfident in our accuracy, we may stop looking for errors too soon. If spreadsheet developers are overconfident, this may lead them to stop error detection short of formal testing after development.
Fuller [1990] noted that engaging in risky behavior actually can be self-reinforcing. If we take risky actions when we drive, this rarely causes accidents, so we get little negative feedback to extinguish our behavior. At the same time, if we speed, we arrive earlier, and this reinforces our risky behavior. In spreadsheet development, developers who do not do comprehensive error checking are rewarded both by finishing faster and by avoiding onerous testing work.

Indeed, even if we find some errors as we work, this may only reinforce risky behavior. In a simulation study of ship handling, Habberley, Shaddick, and Taylor [1986], observed that skilled watch officers consistently came hazardously close to other vessels. In addition, when risky behavior required error-avoiding actions, the watch officers experienced a gain in confidence in their “skills” because they had successfully avoided accidents. Similarly, in spreadsheet development, if we catch some errors as we work, we may believe that we are skilled in catching errors and so have no need for formal post-development testing.

The most consistent finding within laboratory overconfidence research is the “hard-easy effect” [Clarke, 1960; Lichtenstein, Fischoff, & Philips, 1982; Plous, 1993; Pulford & Coleman, 1996; Wagenaar & Keren, 1986]. In studies that have probed this effect, subjects were given tasks of varying difficulty. These studies found that although accuracy fell in more difficult tasks, confidence levels fell only slightly, so that overconfidence increased. Task difficulty can be expressed in the percentage of people making errors. Given the high number of errors found in the spreadsheet audits and experiments shown in Table 1, spreadsheet development must be classified as a difficult task. Accordingly, we would expect to see substantial amounts of overconfidence in spreadsheet development.
Several procedural innovations have been tried to reduce overconfidence. One study [Lichtenstein & Fischoff, 1980] found that systematic feedback was useful. Over a long series of trials, subjects were told whether they were correct or not for each question. Overconfidence decreased over the series. In another study [Arkes, et al., 1987], subjects had lower confidence (and therefore less overconfidence) when given feedback after five deceptively difficult problems. In addition, we know from Kasper’s [1996] recent overview of DSS research that merely providing information is not enough; feedback on the correctness of decisions must be detailed and consistent. These studies collectively suggest that feedback about errors can reduce overconfidence.

Most laboratory studies, like the ones described in this paper, use students as subjects. However, studies have shown that experts also tend to be overconfident when they work [Shanteau & Phelps, 1977; Wagenaar & Keren, 1986]. One puzzle from research on experts is that experts in some occupations are very well calibrated in confidence [Keren, 1992; Shanteau & Phelps, 1977; Wagenaar & Keren, 1986], while in other occupations they are very poorly calibrated [Camerer & Johnson, 1991; Johnson, 1988; Shanteau & Phelps, 1977; Wagenaar & Keren, 1986]. Shanteau [1992] analyzed situations in which experts were either well or poorly calibrated. He discovered that experts tend to be well calibrated if and only if they receive consistent and detailed feedback on their error rates. Wagenaar and Reason [1990] also emphasized the importance of experts comparing large numbers of predictions with actual outcomes in a systematic way if their confidence is to be calibrated. This need for analyzed feedback among professionals is reminiscent of results from laboratory research to reduce overconfidence noted earlier.

Note that experience is not enough. Many studies of experts looked at people with extensive experience. In many cases, however, these experts did not receive detailed and consistent feedback. For instance, blackjack dealers, who merely deal and have no need to analyze and reflect upon the outcome of each deal afterward, are not better calibrated than lay people at blackjack [Wagenaar & Keren, 1986]. In contrast, expert bridge players get feedback with each hand and analyze that feedback in detail [Wagenaar & Keren, 1986]. They are well calibrated in confidence.

As noted above, spreadsheet developers rarely test their spreadsheets in detail after development. With little systematic feedback because of the rarity of post-development testing, it would be surprising if spreadsheet developers were well-calibrated in their confidence. In contrast, one of the tenets of software code inspection is the reporting of results after each inspection [Fagan, 1976]. Therefore, software developers, who do extensive post-development testing and also get detailed feedback for analysis, have the motivation to continue doing extensive testing because of the errors this testing reveals.

Most overconfidence studies have looked at individuals. However, managers and professionals spend much of their time working in groups. Therefore, we would like to know if groups, like individuals, are chronically overconfident. In fact, there is evidence that overconfidence also occurs in group settings [Ono & Davis, 1988; Sniezek & Henry, 1989; Plous, 1995]. This is important because Nardi and Miller [1991] found that groupwork is common in spreadsheet development, although often in limited degrees, such as error checking and providing advice for difficult parts of a spreadsheet.
Although the overconfidence literature is largely empirical and is weak in theory, a number of research results suggest that overconfidence is an important issue for spreadsheet accuracy.

· First, the broad body of the literature has shown that overconfidence is almost universal, so we should expect to see it in spreadsheet development.

· Second, overconfidence tends to result in risky behavior, such as not testing for errors.

· Third, error rates shown in Table 1 indicate that spreadsheet development is a difficult task, so in accordance with the hard-easy effect, we should expect substantial overconfidence in spreadsheet development.

· Fourth, even experts are poorly calibrated in confidence unless they do consistent and reflective analysis after each task, which is uncommon in spreadsheet development.

· Fifth, it may be possible to reduce overconfidence by providing feedback.

· Sixth, reducing overconfidence may reduce errors, although this link is not demonstrated explicitly in the overconfidence literature.

Experiment I:
Establishing the Presence of Overconfidence

In our first experiment, the goals were simple: to see if the high apparent confidence levels seen previously with Likert scale questions really indicate a very low perceived likelihood of making an error, and to see if the method for measuring confidence used in this study appears to be useful. We measured confidence after development, and we had no manipulation of confidence. The second experiment added a confidence manipulation and before-and-after confidence measures.
Sample

The sample consisted of upper-division undergraduate management information systems majors in the business school of a medium-size state university in the middle of the Pacific Ocean. All had taken a course that taught spreadsheet development and a subsequent course that used spreadsheets extensively. They had also taken two accounting courses.

Subjects engaged in the experiment to receive extra credit—one quarter of a letter grade. Over 80% of the students in the class participated. Accounting and finance students were excluded because of their specialized task knowledge. This left 80 participants. Subjects either worked alone or in groups of three (triads). Forty-five students were assigned to triads, while thirty-five developed the spreadsheet working alone.

Task (MicroSlo)
The task used in this study was the MicroSlo task, which required students to build a pro-forma income statement from a word problem. This task was selected because all subjects had taken one year of accounting and should have been able to do the task. The MicroSlo task is based on the Galumpke task developed previously by Panko and Halverson [1997]. MicroSlo is the Galumpke task minus a capital purchase subtask, which could not be handled by most students [Panko & Halverson, 1997].
Your task is to build a two-year pro forma income statement for a company. The company sells microwave slow cookers, for use in restaurants. The owner will draw a salary of $80,000 per year. There is also a manager of operations, who will draw a salary of $60,000 per year. The income tax rate is expected to be 25% in each of the two years. Each MicroSlo cooker will require $40 in materials costs and $25 in labor costs in the first year. These numbers are expected to change to $35 and $29 in the second year. Unit sales price is expected to be $200 in the first year and to grow by 10% in the second year. There will be three sales people. Their salary is expected to average $30,000 per person in the first year and $31,000 in the second. Factory rent will be $3,000 per month. The company expects to sell 3,000 MicroSlo cookers in the first year. In the second, it expects to sell 3,200.
Dependent Variables

After subjects had built the spreadsheet, they were asked to estimate the probability that they (or their triad) had made an error when building the spreadsheet. As noted earlier, this was the estimated probability of error (EPE). A higher EPE indicates lower confidence. Error likelihood estimates could vary from 0% to 100%.

Procedure

Subjects working alone used computers in a common room. They were monitored to prevent cheating. Triads worked in other rooms, one triad to a room. Each triad shared a single computer.

Counting Errors

To count errors, the first author saved each subject’s spreadsheet under a different file name and compared the spreadsheet to a standard solution. If the spreadsheet had the same bottom-line results (income after tax for each year) as the standard solution developed by the first author, the spreadsheet was recorded as being correct. If the spreadsheet was different from the standard solution, it was corrected until it was the same. The corrections were recorded as errors.

Only the cell containing a correction was counted as an error; subsequent cells that were incorrect as a result were not counted as errors. However, if the same correction had to be made in multiple years, only one error was counted.
The cell error rate (CER) for the spreadsheet was the number of errors counted by the researcher divided by the number of cells in the standard solution.
Results

As Table 2 shows, subjects were highly overconfident according to our scale for estimating errors. Subjects working alone, on average, thought that there was only an 18% probability that they would make an error. The median EPE, 10%, was even lower. In fact 86% of them made errors. The subjects working alone were very poorly calibrated in confidence, meaning that their estimated probability of making an error was very different (lower) than their actual likelihood of making an error.

For triads, average EPE for their own group’s spreadsheet were “only” about 50% too low—13% instead of 27%. As research on the hard-easy effect would lead us to expect, the better calibration of triads was more due to better performance than to reductions in confidence. Expected error probabilities for individuals and other triads working at the task were also poorly calibrated.

Table 2: Overconfidence in Monadic and Triadic Spreadsheet Development

To test whether miscalibration was statistically significant, we used the standard but imperfect method [Dunning, Griffin, Milojkovic, & Ross, 1990] of testing for there being a difference between the mean EPE with the mean of the actual error distribution for the sample.

The appropriate nonparametric statistical test is the sign test. If the expected probability of error is less than the mean error for all subjects in the group, the sign is a plus. If the EPE equals the mean, the sign is a zero. If the EPE is greater the mean, this is S-. (Which is called S+ or S- is irrelevant; we chose S+ to indicate overconfidence.) Table 2 shows that there was overconfidence high for all variables. In all cases, the null hypothesis of no overconfidence was rejected with probabilities of less than 0.000.
Another way to see miscalibration in confidence is to look at the percentage of estimates that were below the group mean. Table 2 shows that in three of the six estimates, all subjects had an estimated probability of error lower than the group mean. The lowest percentage of individual scores under the group mean was 80%. Overconfidence, in other words, seemed to be pervasive.

Finally, in line with other research on overconfidence [Brown, 1990], subjects working alone felt that other subjects working alone did worse than they did. Subjects working in triads likewise thought that their triad did better than other triads.

Discussion

Experiment 1 showed that subjects were indeed overconfident, substantially underestimating the probability that they had made an error and also believing that their odds of making an error were less than those of others. Our subjects, in other words, exhibited classic overconfidence behavior.

In fact, this overconfidence was persistent. After the experiment, when one class was debriefed, they were shown the data and were amazed by the results. When subjects who had worked alone were asked to raise their hands if they thought they were one of the 18% that did the task correctly, well over half raised their hands.
Experiment II: Will Warnings Help?

As noted earlier, feedback on error frequency may be able to reduce overconfidence [Arkes et al., 1987; Kasper, 1996; Liechtenstein & Fischoff, 1980]. Ideally, a person should receive feedback on their own development errors over a long series of trials. However, perhaps simply giving the person an indication of how many other people had made errors previously in comparable circumstances may be able to help. To explore this conjecture, the second experiment had subjects develop two spreadsheets from word problems and attempted to manipulate their overconfidence by telling subjects in the treatment group the percentage of previous subjects that had made errors in each task.

Research Model

Figure 1 shows our research model for confidence and accuracy in spreadsheet development. This model is based on stages of development. For each stage, we are concerned with number of errors, degree of confidence, and the interaction of errors and confidence. In this experiment, we only tested a few aspects of the model.
Figure 1: Research Model for Confidence and Performance in Spreadsheet Development
Initial Confidence is Likely to be Overconfidence
In Experiment 2, we manipulate initial (pre-development) confidence by telling the subjects in the treatment group the percentage of subjects in past experiments who made errors on the two tasks used in the experiment. This is a surrogate for the feedback that developers would have if they did post-development testing and analyzed the results systematically as is done in software code inspection to provide more realistic knowledge about error rates [Fagan 1976]. The treatment should reduce the initial confidence of subjects in the treatment group. This leads to our first hypothesis, H1:

H1: Initial confidence (after reading the problem statement but before developing the spreadsheet) should be lower for subjects who are told the percentage of past subjects who had created incorrect spreadsheets from this word problem.

Errors are Likely to Increase During Development

Quite simply, most subjects will make errors as they work. Allwood [1984] and others have observed human problem solving systematically. They have shown that people detect and correct many of the errors they make during development. Olson and Nilsen [1987-1988] specifically noted error detection and correction during spreadsheet development. Most subjects will correct only some of their errors.
Confidence is Likely to Increase During Development

As noted above [Fuller, 1990; Habberley, Shaddick, & Taylor, 1986], when people detect and successfully correct errors, this actually may increase their confidence. This leads to hypothesis H2:

H2: Confidence after development should be higher than initial confidence before development.
Feedback Manipulation Should Reduce Post-Development Confidence
We assume that the effect of the manipulation will last through the development stage. Consequently, we expect confidence after development to be lower for subjects who received the manipulation than for subjects in the control group.

H3: The manipulation should make confidence after development lower in the treatment group than in the control group.

Accuracy After Development
Finally, although the literature does not give us a direct link between confidence and accuracy, we expect that reducing confidence by manipulation (or, in the real world, by systematically analyzing post-development testing results) should increase accuracy. Otherwise, why bother? This leads to our final hypothesis:
H4: Subjects who receive the manipulation of being told the percentage of past students who have created incorrect spreadsheets from this task should have a larger percentage of accurate spreadsheets.

During and After Post-Development Testing

Post-development testing is rare in spreadsheet development, as noted earlier. However, if testing were done, the developer would be almost certain to find undetected errors in his or her “clean” spreadsheet. This would increase the accuracy of the spreadsheet. In addition, his or her confidence would fall as objective proof of errors would be seen repeatedly. If testing and analysis of the results is done systematically, confidence should be better calibrated, as indicated by research on feedback and calibration discussed earlier. This study does not address the post-development testing phase.

Sample

The sample had the same background as the sample in the first experiment. They also received extra credit equivalent to a quarter of a letter grade for participating in the study. Over 80% of the students participated. Sixty students participated in the experiment, but five data sets had to be discarded because the student failed to fill out the confidence survey information (three data sets) or because the files on disk could not be read (two data sets). This resulted in 55 useful data sets—27 in the control group and 28 in the treatment group. None of the students who participated in the first experiment also participated in the second experiment. (Subjects were drawn from the same course two semesters apart.)
Tasks

All students completed two tasks, which they performed in random order. One was the Kooker task, which was the MicroSlo task shown in the previous experiment with a capital purchase added. The other was the Wall task, developed by Panko and Sprague [1998]. This task was purposely designed to be simple and to be almost free of domain knowledge requirements. This way, student domain knowledge should not be an issue.
You work for a wall-building company. You are to build a spreadsheet model to help you create a bid to build a wall. You will offer two options—lava rock or brick. Both walls will be built by crews of two. Crews will work three eight-hour days to build either type of wall. The wall will be 20 feet long, 6 feet tall, and 2 feet thick. Wages will be $10 per hour per person. You will have to add 20% to wages to cover fringe benefits. Lava rock will cost $3 per cubic foot. Brick will cost $2 per cubic foot. Your bid must add a profit margin of 30% to your expected cost.

Dependent Variables

Subjects were asked to estimate the probability that they would make an error building each of their spreadsheets after reading the task statement and after a warning (for the treatment group) but before doing the task. As noted earlier, we call this probability the estimated probability of error (EPE). Higher values for estimated likelihoods of making an error indicate lower confidence. Estimates could range from 0% to 100%.

Errors were counted in the same way they were counted in the first experiment. We decided not to use the number of errors as our accuracy measure because the error distribution was highly skewed with a strong zero and a long tail. We could not find a reasonable way to handle normalization problems or the treatment of many zero values. In addition, some spreadsheets were wildly incorrect. For instance, three subjects produced Kooker solutions that looked nothing like income statements. There was no way to count their number of errors, and excluding these spreadsheets presented conceptual difficulties as well. Consequently, we based hypothesis testing on whether a spreadsheet was correct or not; this would require a proportion test, as discussed later. It is also consistent with the expected probability of error concept.
Procedure

After reading the description of the task, subjects in the treatment group were told, in writing, the percentage of subjects who had made errors doing this task in the past (80% for Kooker and 40% for Wall). This information was written in boldface, and the experimenter emphasized verbally that some subjects had boldface information and should read it carefully while other subjects did not have such information. After the experiment, a dozen subjects were asked if they had seen the boldface information and to characterize it. The seven who should have seen the information in their packet all characterized it correctly as indicating how many people had made errors in the past. The five who could not have seen the information all said that they had not seen boldface information.

All subjects worked in a computer laboratory. They were monitored as they worked to ensure that there was no discussion and that students were not watching other screens.

Results

Table 3 shows the results for estimated probabilities of error (EPE) and spreadsheet correctness. In the results, note that a higher EPE indicates less confidence than a lower EPE. The hypothesis testing was done on the average EPE of the subject across both tasks; the two EPEs were added and divided by two.

Table 3: Results of the Warning Experiment

Overconfidence Before Development (H1)
For Hypothesis H1, the expected error probability was measured before development. For the Kooker task, the difference in average estimated probability of error before development was substantial: 40% in the control group versus 60% in the treatment group. For the Wall task, improvements were again encouraging. The two values were 34% to 53%, respectively. For the EPE averaged across the two tasks, the values for the two groups were 37% for the control group and 56% for the treatment group. As expected, EPE was higher in the treatment group than in the control group, indicating that the manipulation did reduce confidence.

According to the Wilcoxon Rank Sum test (the nonparametric analog of the t-test), this difference in average EPE averaged across the two groups was significant at the 0.009 level (z=2.370). Consequently, we reject the null hypothesis (that EPEs are the same across the control and treatment groups) and conclude that H1: (that giving a warning reduces confidence before development) is supported. This is an important finding, because if it were not true, the entire experiment would be a failure.

Decline in Confidence After Development (H2)
As noted earlier, we expected that subjects would detect and correct some errors during development, and this should increase their overconfidence. According to H2, confidence should increase after development. All subjects were used in the test because the sample size was too small to study interaction effects.

The average estimated probability of error for the entire sample for the two tasks was 49% before development. This fell to 38% after development, indicating the expected increase in confidence.

The proper nonparametric test for paired data (before and after for individuals) is a Sign test. Thirty one of the cases saw a decrease in EPE after the models were built (an increase in confidence). Another 14 showed no change, and six cases saw an increase in EPE. This difference was highly significant (z=3.946, p<0.000). Consequently, we reject the null hypothesis and conclude that H2 (that confidence increases after development) is supported.

Overconfidence After Development (H3)
H3 expects the manipulation to remain effective after development. As Table 3 shows, the estimated probability of error averaged over both tasks after development was 31% on average in the control group and 43% on average in the treatment group. This is in the right direction. Again, the appropriate test was the Wilcoxon Sum Rank Test. The difference was statistically significant (z=1.795, p=0.036). Again, we reject the null hypothesis and conclude that H3 is supported.
Correctness (H4)
The percent of correct spreadsheets was taken as a proportion variable. A z-test for proportions was used to determine whether the difference in percentages between the experimental and control treatments was statistically significant. The dependent variable was whether both spreadsheets were correct or not.

In the control group, only 7% of all spreadsheets were correct. However, in the treatment group, 25% of the spreadsheets were correct. This difference was tested with the nonparametric proportion test. The difference, while not large enough to make spreadsheet development safe, was statistically significant at the 0.039 level (z=-1.763). We therefore reject the null hypothesis and conclude that H4 (that a warning about the percentage of previous subjects who had done each task incorrectly increases accuracy) is supported.
Discussion

As expected, our subjects in Experiment 2 were again overconfident. While the percentage of incorrect spreadsheets in the control group and treatment group were 93% and 73%, respectively, not one of the estimated error probabilities (EPEs) was anywhere near this high.

Second, as expected, confidence rose during the development phase. This provides support for the theory that finding errors during development increases confidence.

Third, the manipulation—information about the rates of incorrect spreadsheets for previous subjects—did tend to reduce confidence. The decrease was statistically significant, but confidence was not reduced to well-calibrated levels. The treatment merely reduced overconfidence somewhat.
Fourth, and perhaps most importantly, the manipulation increased the percentage of correct spreadsheets from 7% in the control group to 25% in the treatment group. This is encouraging because it represents more than a tripling in the percentage of spreadsheets that were correct. However, it does not make spreadsheet development safe.

Unfortunately, the second experiment could not measure whether subjects were more likely in the future to engage in systematic testing after development. Unless such long-term testing is done, error rates must be expected to remain unacceptably high.

Conclusion

As noted in the Introduction, overconfidence is an almost universal human trait. The first experiment demonstrated that spreadsheet development is no exception. On average, subjects working alone rated the probability that they had made an error as only 18%. In fact, 86% made errors. Results for subjects working in triads were less extreme but still exhibited classic overconfidence patterns.

Can we reduce overconfidence, and if we do, will accuracy increase? The second experiment gives a cautious “yes” response to these questions. Decreases in confidence before and after development were statistically significant. More importantly, reducing confidence increased accuracy. With a warning, the percentage of subjects getting both spreadsheets correct more than tripled, from 7% to 25%.

One point of caution in interpreting the results is that even with the improvements seen when warnings were given, subject accuracy still was too low to make spreadsheet development a safe activity. Unless feedback can decrease overconfidence sufficiently to motivate users to test their spreadsheets systematically after development, we are unlikely to get the order-of-magnitude error reduction needed to make spreadsheets even marginally safe.

Given the results of this experiment, a logical next step would be to follow the approaches of Arkes, et al. [1987] and Lichtenstein and Fischoff [1980] and give subjects a series of spreadsheet development tasks, providing them with detailed feedback on errors at each step.

In addition, it would be useful in future studies to see if wording could affect confidence estimates. In this experiment, we asked subjects to estimate the likelihood that they would make an error. It would be interesting to see if compatible data would result if we asked subjects to estimate the likelihood that their spreadsheet was correct.

More fundamentally, we need to understand how subjects think about accuracy and the multiplication of probabilities. Subjects were asked in the second experiment to estimate the likelihood that they would make an error in a formula cell on average, as well as make an error for the spreadsheet as a whole. For the Wall task, the average estimated probability of making an error in the spreadsheet for both groups was 32%; for making an error in any cell, the estimated probability was only 11%. This is ratio of only 2.90. For the Microslo task, the percentages were 41% and 14%, for a ratio of 2.93.

These ratios makes no sense. If there are N formula cells in a spreadsheet, and if the probability of making an error in a cell is e, the probability of an error in the spreadsheet as a whole, E, should be E =1 - (1+e)N [Lorge & Solomon, 1955]. Although this equation is only strictly true if all cells have the same probability of error, this equation should give us a good rough estimate of likely error rates.

The Wall task typically had 18 cells. Using the formula, with an 11% cell error rate for formula cells, the probability of making an error in the spreadsheet as a whole should be estimated as 88%, not 32%. Similar, in the Kooker task, there were also about 18 formula cells, so with a formula cell error rate of 14%, the probability of making an error in the spreadsheet should have been estimated at 93%, not 41%.

This inability to realize that a long series of calculations should increases the likelihood of an error also seems to be indicated in the study we discussed earlier by Reithel, Nichols, and Robinson [1996]. As noted earlier, they had subjects look at spreadsheets that were short and poorly-formatted, short and well-formatted, long and poorly-formatted, and long and well-formatted. Subjects expressed substantially more confidence in the accuracy of the long and well-formatted spreadsheet than in the accuracy of other spreadsheets, despite the fact that longer spreadsheets should have more errors than shorter spreadsheets, given the multiplication of probabilities. This seems to indicate a blindness in statistical thinking. We hope that future research can shed light on this interesting phenomenon.
One limitation in the experiment was the use of undergraduate subjects. Although all had previously taken a hands-on skills course and had undertaken at least two spreadsheet development homework assignments in their current class, none had extensive spreadsheet development experience at work. However, Panko and Sprague [1998] found almost identical error rates for the Wall task when the task was solved by undergraduate students, MBA students with little or no spreadsheet development experience at work, and MBA students with extensive spreadsheet development experience at work.

For the future, a major task for the overconfidence literature must be to go beyond its impressive body of empirical results and move to theory creation. Although we cannot offer a full theory, we offer several suggestions for directions such a theory may take.

Reason [1990] and Baars [1992] have argued that human cognition has two mechanisms that differ in important characteristics. First, we have an automatic cognition system that uses pattern matching. This automatic system is fast and effortless [Reason, 1990]. Second, we have an attentional system that is linear, slow, and effortful. Post-development testing, for instance code inspection, appears to require a high degree of effort and tends to be unpleasant for people [Beck, 2000]. Human beings appear to be have a difficult time engaging the attentional system for more than brief periods of time. This may create strong resistance to formal testing.

There is a literature on denial, which focuses on illness and the fact that many people with terminal illnesses deny the seriousness of their condition or the need to take action. Apparently, what is very difficult and unpleasant to do also is difficult to contemplate. Although denial has only been studied extensively in the medical literature, it seems likely to appear whenever required actions are difficult or onerous. Given the effortful nature of spreadsheet testing, developers may be victims of denial, which may manifest itself in the form of overconfidence in accuracy so that extensive testing will not be needed.

Reinforcing the denial possibility for explaining overconfidence is the study by Reithel et al. [1996] mentioned earlier. For large well-formatted spreadsheets, expressed confidence was much higher than for shorter spreadsheets. One explanation may be that subjects seeing a spreadsheet too large to test easily, and getting a cue from the formatting that the spreadsheet was well formatted, turned off further judgmental processing.
Another possibility is that people actually are largely blind to risk, not simply poor at assessing risk [Naatanen & Summala, 1976]. For example, Howarth [1988] studied drivers who approached children who wanted to cross at an intersection. He found that less than 10% of all drives took action, and even their actions would have come too late if the children had started crossing the street. Fortunately, 80% of the children took avoidance action.

As noted earlier, Fuller [1990] has suggested that we learn risky behavior because we rarely get negative consequences when we take risk action. Perhaps this means that we become blind to risk over time. Svenson [1977] studied drivers approaching narrow bends in a road. Unfamiliar drivers slowed down. Familiar drivers did not, and they approached at speeds that would have made accident avoidance impossible.
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Table 1: Error Rates in Spreadsheet Development

	Study
	Year
	Number of Spreadsheets
	Percent of Spreadsheets Containing at Least One Error
	Cell Error Rate (CER): Percent of Cells Containing Errors

	Field Audits
	
	
	
	

	Davies and Ikin (e)
	1987
	19
	21%
	

	Cragg & King
	1992
	20
	25%
	

	Butler (d)
	1992
	273
	11%
	

	Hicks
	1995
	1
	100%
	1.2%

	Coopers & Lybrand (c)
	1997
	23
	91%
	

	KPMG (b)
	1998
	22
	91%
	

	Lukasic
	1998
	2
	100%
	2.2%, 2.5%

	Butler
	2000
	7
	86%
	0.4%

	Clermont, Hanin, & Mittermeier (a)
	2002
	3
	100%
	1.3%, 6.7%, 0.1%

	Lawrence & Lee
	2004
	30
	100%
	Average of 6.9%

	Total since 1995
	
	88
	94%
	

	
	
	
	
	

	Development Experiments
	
	
	
	

	Brown & Gould
	1987
	27
	63%
	

	Olson & Nilsen (f,g)
	1987-1988
	14
	
	21%

	Lerch (f,g)
	1988
	21
	
	9.3%

	Hassinen (g)
	1988
	92
	55%
	4.3%

	Panko & Halverson
	1997
	42
	79%
	5.6%

	Panko & Halverson
	1997
	35
	86%
	4.6%

	Teo & Tan
	1997
	168
	42%
	2.1%

	Panko & Sprague (i)
	1998
	26
	35%
	2.1%

	Panko & Sprague (j)
	1998
	17
	24%
	1.1%

	Janvrin & Morrison (h)
	2000
	61
	
	6.6%-9.6%

	Janvrin & Morrison (h)
	2000
	
	
	8.4%-16.8%

	Kreie (posttest)
	2000
	73
	42%
	2.5%


(a) Computed on basis of all non-empty cells instead of on the basis of formula cells. (b) Only major errors. (c) A dependent variable value was off by at least 5%. (d) Only errors large enough to demand additional tax payments. (e) Only serious errors. (f) Counted errors even if they were corrected. (g) CER is based only on formula cells. (h) CER is based only on high-risk formula cells. (i) MBA students with little or no development experience. (j) MBA students with at least 250 hours of spreadsheet development experience.

Source: Panko [http://panko.shidler.hawaii.edu/ssr/]. References to studies are given at the website.

Table 2: Overconfidence in Monadic and Triadic Spreadsheet Development

	
	Subjects working alone
	Subjects working in triads

	
	Self
	Other
working
alone
	All triads
	Own triad
	All
working
alone
	Other
triads

	Number of subjects
	35
	35
	35
	45
	44
	44

	Mean estimated probability of an error (EPE)
	18%
	22%
	10%
	13%
	33%
	21%

	Median estimated probability of an error
	10%
	10%
	5%
	5%
	25%
	10%

	Actual percent of spreadsheets with errors
	86%
	86%
	27%
	27%
	86%
	27%

	Percent of subjects who were overconfident
	100%
	100%
	97%
	86%
	100%
	80%

	p (based upon the sign test)
	<0.000
	<0.000
	<0.000
	<0.000
	<0.000
	<0.000


Note: The expected probability of error (EPE) can range from 0% (the subject thought that there was no probability of an error) to 100% (the subject thought that error was certain).

Table 3: Results of the Warning Experiment

	Variable
	Control
Group:
No Warning
	Treatment
Group:
Warning
(80% Kooker)
(40% Wall)
	Hypothesis
	z-Value
	p

	Number of Subjects
	27
	28
	
	
	

	Both Tasks
	
	
	
	
	

	Expected Error Probability (EPE) Before
	37%
	56%
	H1
(Wilcoxon Rank Sum Test)
	2.370
	0.009

	Decline in EPE Pre-Post
	
	
	H2
(Sign Test)
	3.946
	<0.000

	EPE After:
	31%
	43%
	H3
(Wilcoxon Rank Sum Test)
	1.795
	0.036

	Both Correct
(Percentage incorrect on at least one)
	2/27
(93%)
	7/28
(75%)
	H4
(proportion test)
	1.763
	0.039


Note: EPE is the expected error probability: the subject’s expressed likelihood that they would or did commit an error during development. The EPE for both tasks was the subject’s average EPE for the two tasks.
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